
1 Introduction 
This is a three page extended abstract for review and con-
sideration for submitting a full paper.  
 Research for this study was conducted under the EU Inte-
grated Project COGNIRON [COGNIRON, 2006], which 
aims to develop robots with the ability to perceive, decide, 
communicate and learn in an open-ended way, for interact-
ing with humans. In order to interact with humans under the 
robot companion scenario, robots not only need to be able to 
perform useful tasks and have adequate safety but also need 
to engage in social interactions and behave in a socially ac-
ceptable manner [Dautenhahn, 2005][Fong et al. 2003]. Hall 
[Hall, 1966] in his work on social spaces between humans 
demonstrated that social spaces play an important role in 
human-human relationships, and that the distance between 
two people does reflects their relationship. This has raised 
new issues regarding robot motion planning (i.e. for naviga-
tion and manipulation) in the presence of humans which is 
our long-term goal. 
 The first step towards reaching this long-term goal and to 
develop a Human Aware Navigation Planner was addressed 
in our previous paper [Sisbot et al. 2005] that integrates 
human preferences results from user studies on social spaces 
and robot to human approach directions [Koay et al. 2006] 
[Walters et al. 2005] [Dautenhahn et al 2006]. The Human 
Aware Navigation Planner planner was later implemented 
into a real robotic system [Sisbot et al. 2006]. 
 In this paper we will address the next step of our long-
term goal of developing a human aware 3D manipulation 
planner that will complement the navigation planner. We 
present an interactive exploratory study conducted to under-
stand how a robot should approach, and hand over an object 
(i.e. a can of soft drink) to a seated person. We hope to show 
the 3D manipulation planner that takes into account these 
social interaction aspects in our final paper. 
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2 Research Methodology 
 Results from the trials are presented in three categories: 
direction of approach, distance of approach and robot hand-
ing over behaviour. Twelve subjects took part in the study 
(4 females), with an age range between 21-41. The study 
took place in the University of Hertfordshire “Robot House” 
dedicated to Human-Robot Interaction Studies in a domestic 
environment relevant for the Cogniron project. We used a 
commercially available Peoplebot robot modified in order to 
give it a humanoid appearance, including a head and two 
humanoid arms.  
 The first stage of the trials involved the subjects interact-
ing actively with the experimenters and the robot, regarding 
their preferences of how the robot should approach and hand 
them an object. The purpose of this approach was to actively 
involve the subject in the study, in contrast to our previous 
experiments where the subjects passively experienced and 
later chose from a set of pre-programmed robot approach 
behaviours. For the current trials, subjects guided the crea-
tion of a handing over gesture for the robot arm at their pre-
ferred position for handing over a can of soft drink. This 
gesture was then coordinated with the approach movements 
of the robot’s base in four different ways: 
I. Robot starts moving towards the subject only after it 

completed its handing over gesture. 
II. Robot starts moving towards the subject but only exe-

cutes its handing over gesture coordinated from point B 
to point D. 

III. Robot starts moving towards the subject but only exe-
cutes its handing over gesture coordinated from point C 
to point D. 

IV. Robot starts executing its handing over gesture after it 
has stopped at point D. 

 The subjects experienced each of the four predefined ro-
bot arm-base coordination styles, tailored to their prefer-
ences, and to select the one they most preferred in the sec-
ond stage of the trials. 
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Figure 1. The four different arm-base approach coordination styles. 

3 Results 

3.1 Direction 
 The results show that 58.3% of the subjects prefer the 
robot to approach from the subject’s front, 25% prefer the 
robot to approach from the subject’s right front and 8.3% 
for each robot approach from subject’s right and subject’s 
left front. We found that 75% of the subjects prefer the ro-
bot to hand them the object from directly in front, 17% pre-
fer the robot to hand the object at their right front and 8% 
prefer the robot to hand them the object to their left front. 
The summary of these two results shows that the direction 
where the robot should hand over an object has most influ-
ence on determining where the robot should approach. The 
robot base approach interaction position and its handing 
over hand position are likely to be in the same region (i.e. at 
36 degree interval starting from subject’ right to subject’s 
left) during the handing over process (Pearson’s r=19.111, 
p=.004). 

Figure 2. Subjects’ preferred robot base approach interaction and 
robot handing over hand direction and position. 

3.2 Distances 
The mean preferred robot base approach interaction distance 
for the whole sample was 66.8cm (SD=6.96cm). The mini-
mum distance was 58cm, and the maximum distance was 
82cm. Assuming the distances between the subjects and the 
robot should be measured from subjects’ chest (i.e. centre of 
the chair), the results show that the subjects prefer to inter-
act with the robot within their personal zone [Hall, 1966]. 

Two clusters of the preferred robot base approach interac-
tion distances were found which centred at 72.42cm and 
61.25cm, and were significantly different from each other 
(F(1,10) = 23.515, p = .001).  
The results also show that the subjects preferred robot base 
approach interaction distances were positively correlated 
with subjects preferred robot handing over distances 
(Spearman’s rho=.568, p=.027). This may imply that sub-
jects who were comfortable with the robot being physically 
close to them prefer to interact closely, while subjects whom 
prefer to interact with the robot at a larger distance, prefer 
the robot to stay further away. 
No correlations were found between subjects’ height and 
preferred robot base approach interaction distances (Spear-
man’s rho =- .375, p = .127), subjects preferred robot hand-
ing over hand distances (Spearman’s rho = .046, p = .444) 
and subjects preferred robot handing over hand heights 
(Spearman’s rho = .134,p = .339). 
Most of the subjects (i.e. 10 were right handed, 1 was ambi-
dextrous) preferred the robot to hand them the object with 
its right hand (92%). Only one subject (right handed) pre-
ferred the robot to use its left arm. 
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Figure 3. These graphs show (a) Two clusters of the subjects pre-
ferred robot base approach interaction distances, and (b) Positive 
correlation of robot base approach interaction distances and robot 
handing over hand distances. 



3.3 Robot Arm-Base Approach Coordination 
 The results show that the majority of the subjects pre-
ferred the robot arm-base approach coordination type III, 
followed by type IV and lastly type II with 58.3%, 33.3% 
and 8.3% respectively. None of our subjects preferred robot 
arm-base approach coordination type I. 

4 Human Aware Manipulation Planner 
 Current robot manipulation systems deal only with the 
feasibility and the goal of the motions without taking into 
account their effects on the human partner and thus mini-
mizing the richness of an interaction.  
 In the planner, new concepts and protocols include rea-
soning about the human’s field of view, attention, prefer-
ences (left/right handed, etc), current state (sleeping, sitting, 
working, etc.) and the robot’s field of view, kinematics and 
dynamics. 

Our aim is to build a generic (applicable to various robot 
structures) 3D manipulation planner which: 

• is able to work with a model of the human that can 
be quite complex (kinematic structure with head, 
body and limbs). 

• is able to include computation on the visibility of 
the human and its readability (geometric reasoning 
based on kinematic representation of the human). 

• introduces costs, protocols and preferences in terms 
of motion of the platform, the arm and the head 
based on the user studies. 

There are 2 key concepts that must be considered when 
planning a human-friendly manipulation: 

1)  Visibility of the motion: 
• The robot must move in a way that guarantees its 

visibility from the human (see figure 4a).  
• In a real manipulator robot, one must consider the 

correct targeting of its cameras to ensure the cor-
rectness of the motion. For example, an object car-
ried by the robot must not be hidden of the camera 
by its arm. Although it may appear that this prop-
erty serves only the functioning of the robot, main-
taining a look at the object during the interaction 
helps the human to understand and predict the ro-
bot's attention. 

2)  The posture of the motion: 
The motion should reflect the intention of the robot in a 

step by step manner by controlling the type of the motion, 
the orientation of the robot head and visibility of the object 
and of the human (Figure 4-b). 

 
 Currently, only the navigation planner is implemented. 
We hope to show the 3D manipulation planner that is able to 
automatically produce human friendly motions in our final 
paper, implemented based on results from our user studies 
described above. 
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Figure 4. (a). Even though the object is visible, if the robot is hid-
den to the human partner, the interaction is uncomfortable, (b). 
The robot's motion must be predictable. In this figure we see that 
even though the robot and the object are visible to the human, this 
unusual motion during the interaction causes uncomfortable inter-
action. 
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