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1 Introduction

Social roboticists aim to create “natural” and “com-
pelling” robots that can engage in social interaction
with people in their everyday environments. To ac-
complish this aim, they seek to endow robots with
various combinations of traits: the capacity to express
and perceive emotion, the skill to engage in high-level
dialogue, the aptitude to learn and recognize mod-
els held by other agents, the development and main-
tenance of social relationships, the learning and use
of social competencies and natural social cues (gaze,
gestures, etc.), and the capability to exhibit distinc-
tive personality and character [8]. The performance
of such behaviors by robots poses a variety of com-
pelling technical challenges for the fields of computer
science and engineering. Furthermore, the emergence
of these behaviors within the context of social inter-
action, along with the direct and personal (and of-
ten unpredictable) impact socially interactive robots
have on humans, bring up issues of appropriate design
principles and modes of analysis that require exper-
tise from social science and design disciplines.

The design of socially interactive robots is an im-
petus for work at and across disciplinary bound-
aries in the context of problem-centered inquiry. So-
cial robots attract the interest of and require input
from engineers (fascinated by the technical challenges
posed by hardware and software requirements), so-
cial scientists (who study the relationships and dis-
tinctions between humans and non-humans and the
interplay between technological, scientific, and so-
cial factors), and designers (who aesthetically and
compellingly give form to heterogeneous living net-
works of technologies, people, and artifacts), among
other fields. As such, social robots are exemplary
“boundary objects” [25], which can be imagined, per-
ceived and interpreted differently by various disci-
plinary communities, yet still provide a common focus
for inquiry and action. The practice of social robotics
entails constant renegotiation of conceptual bound-
aries: between the technical and the social sciences;

between functional and emotional artifacts; between
human and machine; and between scientific disinter-
estedness and social responsibility. Social robotics is
a “hybrid science” [2] in the making—a knowledge
space in which engineers, designers, artists, natural
and social scientists, and humanities scholars can en-
gage in mutually beneficial collaboration, construct
methods for traversing disciplinary boundaries, and
create consilience between the humanistic, social, nat-
ural and applied sciences.

Attempts at collaboration among practitioners in
such a wide variety of fields are understandably ac-
companied by various challenges and the constant
need to re-establish mutual understanding and rap-
port. In this paper, we discuss our own experiences in
collaboration in socially assistive robotics and suggest
ways of negotiating disciplinary differences in world-
views, language, methodologies, research tools, and
theories in the pursuit of mutually beneficial cooper-
ation. To counter the inevitable ‘clash of disciplinary
cultures,’ we discuss how to use interdisciplinary col-
laboration as a “cultural fix” [15] to expose widely ac-
cepted disciplinary assumptions and to develop alter-
native meanings and practices contextualized within
the hybrid knowledge space of social robotics.

2 Balancing the scales: A
model of interdisciplinarity

Rather than insisting on the maintenance of opposi-
tional identities and disciplinary boundaries, collabo-
rative modes of inquiry emphasize the complementar-
ity of skills among researchers with diverging social
and technical expertise and common goals. Camp-
bell’s “fish scale model of omniscience” [1] is a model
for interdisciplinary collaboration such as the design
of socially assistive robots, and illustrates the kind
of disciplinary structure we can aspire to (in figure 1
we juxtapose a more realistic current state of social
robotics over the fish scales). Rather than aggregat-
ing as clusters of specialties, disciplines in this model
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Figure 1: The fish-scale model of omniscience [1].

overlap enough to enable collaboration, but not so
much as to produce a situation in which scholars are
constantly replicating each others efforts rather than
working together to move beyond existing knowledge
structures. Campbell’s model underscores the idea
that interdisciplinary knowledge production cannot
be individual; rather, it must strive for “collective
comprehensiveness through overlapping patterns of
unique narrowness” [1]. In order to participate in
such efforts, scholars do not need to be specialists in
all the related disciplines, but are required to have
a certain level of expertise in other fields. “Interac-
tion expertise” [4] will enable them to interact around
the multidisciplinary development of a technological
boundary object while comprehending it from the
viewpoint of their respective disciplines. “Contribu-
tory expertise” [4], on the other hand, makes possible
transdisciplinary collaboration between participants
who have a shared understanding of the research goal
and enough knowledge and skill to contribute to sci-
entific inquiry in the relevant socio-technical system
[4, 11].

3 Clash of disciplinary cul-
tures: Challenges in interdis-
ciplinary collaboration

Transdisciplinary, problem-based research projects
expose disciplinary assumptions about what counts as
scientific knowledge and the valid methods by which it
is obtained. This is readily visible in the case of social
robotics, in which differing emphases in the epistemic
cultures of the technical and social disciplines (gen-
eral, rational, logical, objective, and quantitative in
the former, versus contextual, relational, narrative,
subjective, and qualitative in the latter) become a
source of tension in the search for partial consensus,
tolerance, and collaboration.[9, 13].

Relating incommensurable frameworks The
computational and technological metaphors of the hu-

man mind, having become prevalent in the past cen-
tury through communication between neuroscience,
cognitive science, and computer science, are the ba-
sis of most work in robotics and artificial intelligence.
These metaphors depict the mind as a rational, logi-
cal, neutral, and detached input-output device inside
the skull [3]. Within social robotics, this perspec-
tive comes into conflict with social interpretations of
intelligence, which focus not only on discrete com-
putations and problem-solving but on the embodied,
mobile, socially embedded relationship between hu-
man actors and their dynamic environment. Social
interactivity needs to be understood as the ability of
agents to participate in a dynamic sequence of ac-
tions between individuals or groups and to modify
their actions according to those of their interaction
partner(s), rather than as an inherent capability of
the agent—there is no socially interactive robot by it-
self. The meaning of the interaction, and the agency
of the robot, emerge from its situatedness in the in-
teraction (as with Okada’s Muu). Within this frame-
work, the computational model “in which ‘the [single
given] environment’ is conceived in terms of a set of
autonomously determinate features, can be seen as
crucially confining, or, indeed, disabling” [13]. From
time to time, disciplinary tensions bubble up in state-
ments such as Donald Norman’s brusque encourage-
ment for the “engineers to go back to engineering”
[20] or the common griping of roboticists who say that
they prefer not to work with social scientists or de-
signers because they don’t understand them and their
problems. It is easy to see that frustration with those
who take a different perspective cuts both ways.

Bridging the quantitative/qualitative divide
The hybrid social and technical agenda of social
robotics projects also highlights the difference be-
tween the quantitative and the qualitative with re-
spect to problem definition, data collection, method-
ology selection, and the types of social knowledge
that inform robot design. Social robotics, with roots
in computer science and engineering, generally ex-
hibits a “quantitative bias” [9]: evaluations of human-
robot interaction are generally expressed in terms
easily quantifiable measures (turns to task comple-
tion, number of mistakes made or people spoken to,
length of interaction, etc.), and they generally rely on
statistical and experimental results from psychology
and cognitive science to inform and compare among
robot designs. The majority of evaluations of robots
is done in the laboratory, by the very people that
have built them (although there are proponents of
taking robots “into the wild” [22]). The results of
qualitative, contextual, interpretive techniques such
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as ethnography are regularly called “anecdotal” by
roboticists, sometimes in a derogatory fashion, al-
though the acceptance of such analyses is increasing.
Problems arise because the contextual nature of social
interaction precludes reliance on quantitative mea-
sures of human-robot social interaction alone, as they
lead to the systematic exclusion of social phenomena
that are not easily amenable to quantification. It also
decreases the interest of members of other fields in so-
cial robotics, since they cannot see a space within the
field for the kinds of issues in which they are inter-
ested. Along with quantitative models and measures,
qualitative analytical skills and situated contextual
analyses of social behavior are legitimate, valid, and
especially for social robotics, useful frameworks for
thinking about the world. Reliance on quantitative
metrics and controlled experiments alone has limited
utility for understanding social interactions in con-
texts where the task boundaries and success criteria
are not clearly defined.

Raising entrenched disciplinary hierarchies
Social robots are expected to participate in real-world
social interactions with humans in an autonomous
and ‘human-like’ manner. Despite the centrality of
‘the social’—social behaviors, interactions, rules, and
uncertainties—to research in social robotics, social
scientists hold a marginal position in the field. Ha-
bitual disciplinary hierarchies become salient through
the assumption that anyone can easily become an ex-
pert in social interaction while it takes a special kind
of technical education to build robots. Roboticists
do not shy away from making forays into the social
science literature, retrieving bits and pieces of the-
ory and method that can be useful in their work, of-
ten combining them with folk theories about every-
day social experience that fail to take into account
the discrepancies between our conscious models of
events and observed behavior [9]. Critiques of so-
cial robotics rightfully single out problematic assump-
tions about sociality displayed by social robots, as
well as the over-reliance on the more “scientific” ex-
perimental results of psychology and cognitive science
rather than the “anecdotal” interpretations of sociol-
ogy and anthropology [21, 22]. These critiques often
assign the responsibility for these deficiencies on the
robotics community and overlook the difficulty most
roboticists have with translating abstract, interpre-
tive and qualitative research accounts into something
that can be applied to building and programming a
robot. Simple rules for operationalizing interaction

criteria1, various discrete lists of attributes2, and eas-
ily quantifiable variables are eagerly embraced by so-
cial roboticists as more straightforward and easier to
implement.

Tomato, tomato: Differences in terminology
Due to these disciplinary differences, it is possible to
experience confusion in terminology. Terms used in
the different disciplines often carry a lot of cultural
baggage depending on the way the term has been used
in practice within the discipline. For example, early
in our own collaborative experience, we discovered
in the course of a frustrating discussion that the so-
cial scientist, the designer, and the roboticist on the
project were using the term ‘distributed’ quite dif-
ferently, one referring to “distributed cognition” and
the other to “distributed sensors.” Participants from
different disciplines also had varying sensitivity to dif-
ferent concepts, such as referring to people interact-
ing with the robot as ‘users,’ ‘participants,’ ‘subjects,’
‘interaction partners,’ or even ‘resources’ used by the
robot (which seemed to rob them of ‘agency,’ not to
be mistaken for what computer scientists would call
an ‘agent’). While these language-related differences
seem to be the easiest to pinpoint and solve, they
also point to some of the underlying assumptions of
the different fields and to the kinds of questions and
issues that they choose to emphasize.

4 All for one and one for all:
Beneficial exchange among
disciplines

A common interest in understanding social phenom-
ena means that social scientists and roboticists can
work together to explore the social metaphor in more
detail. Social scientists can contribute their detailed
expertise in analyzing and describing social interac-
tion, and roboticists can contribute their skills in
making artifacts that work in the real world, that
behave consistently, and that can provide a record of
what they have sensed and done with respect to their
environment. A benefit that can flow from social sci-
ence to robotics, for example, is that the performance
of such robots can (and should) be evaluated by social
scientists outside the laboratory. In the other direc-
tion, social robots can serve as tools for social scien-
tists to use in analyzing the interactions and relation-

1For example, the comfortable interpersonal distances in
Hall’s proxemics [12].

2For example, Laurel’s breakdown of human-computer in-
teraction into “action, character, thought, language, melody,
spectacle” [14].
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ships people have with each other and with techno-
scientific artifacts. Conflicting perspectives notwith-
standing, the discipline-traversing potential of social
robotics, epigenetic robotics and human-robot inter-
action are being put to good use by researchers that
defy disciplinary confinement and opt for collabora-
tive problem-oriented approaches.3

Behavioral video analysis In our collaborative
work, we found that a valuable role that social sci-
entists can play in social robotics projects, especially
already existing projects, is in the rigorous and objec-
tive evaluation of the resulting systems. Video anal-
ysis can reveal problems as they occur in an inter-
action, which can later be reflected in manipulations
of the robot’s design. Fine-grained behavioral video
analysis, usually conducted on a frame-by-frame ba-
sis, entails formulating a coding schema for labeling a
set of primitive behaviors or states for the people and
robots involved in a recorded interaction. Statistical
analysis of the resulting labeling provides quantita-
tive descriptions of the interaction that can be used to
support or generate qualitative analyses. Such anal-
yses can show us how interaction emerges in partic-
ular contexts, as well as how small variations in the
social and physical environment can change the na-
ture of the human-robot interaction. With the robot
GRACE [16], we showed that interactivity was not
merely inherent in the robot as an isolated artifact,
but that it emerged from an interaction between envi-
ronmental effects, both predicted and unpredictable,
and the robots sensory and behavioral capabilities.
With the robot Tank [18], we found problems in
both the robot’s sensory model of human engagement
and in the behaviors used toward people in different
states.

Artifact for controlled/consistent observations
for social scientists Collins [5] argues that a fun-
damental issue in the social sciences is the lack of a
genealogy of research technologies that can be prag-
matically manipulated and modified to produce new
phenomena and a rapidly moving research front. So-
cial robots can be such a technology. They are au-
tonomous, they can be much more reliable in repeat-
ing the same behaviors time and again, and they can
be used to both develop and test models of human so-
cial interaction, as well as human development [some
epigenetic robotics citations here].

Importance of good design In creating socially
assistive robots for research, roboticists often spend

3See work by Brian Scassellati [23, 24], Michio Okada [26]
and Kerstin Dautenhahn [6, 19]

time developing functionality to the exclusion of ap-
pearance and aesthetics. Yet collaboration with the
design discipline is important not only for aesthetic
purposes; it is crucial that questions of form, func-
tionality, and appearance are appropriately addressed
for the scientific inquiry through such artifacts to be
valid and productive. There is perhaps a widespread
faith that, in a controlled experiment in which a sin-
gle variable is manipulated, any observed difference
between conditions can be used to make general state-
ments about the variable under study. In a domain
as complex as human social interaction, however, the
potential for confounding factors to appear is great,
and the design of a robot’s appearance is as impor-
tant as the design of the experiment. For example,
early in the design of GRACE’s pink-hat-finding task,
a roboticist suggested a touch-screen interface that
would allow people to enter a set of directions (in the
manner of writing a sequential program) for GRACE
to find the hat. A designer on the team saw that this
would detract from the goals of the project, which was
to encourage and observe as many social interactions
with people as possible, and proposed a much sim-
pler interface in which arrows were selected to point
GRACE in a general direction. The roboticist is able
to use an artifact that is more comfortably used in the
interaction under study, and the designer has the op-
portunity to develop and test ideas about interactive,
embodied technologies.

5 Collaborative project incep-
tion

While interdisciplinary collaboration can revitalize
existing projects and obtain new results from exist-
ing systems, its potential can be most fully realized
when it is used early in the project; indeed, when the
project itself is born of a discussion between mem-
bers of different disciplines in order to investigate mu-
tual interests. We have begun such a project, and it
would not have been possible without equal contribu-
tion from multiple fields.

Roillo [17] is to be a small, stationary, nonverbal
robot that interacts with children in playrooms. First,
it is based on a solid theoretical basis that draws from
four decades of social science research in rhythmic-
ity and interaction synchrony, which are related to
rapport and are proposed as foundations of social in-
teraction. It uses an iterative design process (theory,
design, evaluation in situated interaction, back to the-
ory, etc.). It is to be used to critically study, for the
first time in a controlled manner, rhythmic interac-
tion as an emergent phenomena between interaction
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partners, and at the same time has the potential to
establish interaction rhythms as an important com-
ponent of natural socially interactive robotic systems.
The robot also has the potential for assistive applica-
tions. Children with autism and other developmen-
tal disorders often exhibit difficulties in establishing
rhythm, so a rhythmic robot could be used for diag-
nosis and, perhaps, for therapy, as is being done with
dance and music therapy for children with autism.
If we can get children to interact rhythmically with a
robot in minimally social ways, then we might see how
this can be transferred to more open-ended social in-
teraction with people. For example, Kozima’s robot
Keepon was used to mediate interaction between a
human operator and a child until the child used the
robot as a focal point in interaction with her mother.

6 Conclusion

By inhabiting the same space, working on common
problems, and developing a shared language and con-
ception of social robotics (as roboticists, designers,
and social scientists), we are continuously traversing
and deconstructing disciplinary boundaries through
our everyday practices. At the same time, our re-
search continues to change through dialogue, debate,
and cross-pollination. From the social scientist’s
viewpoint, the critical aspects of our work on social
robotics have been changed by a deeper understand-
ing of the technical limitations of technology and the
kind of work involved in building and programming
robots. At the same time, our robotics research be-
came informed by some of the methodological and
theoretical commitments coming from the social sci-
ences. A commitment from all sides to friendship,
respect, and open-minded inquiry, as well as a will-
ingness to value differing backgrounds, ideas, and per-
spectives [7], enables practitioners from very differ-
ent epistemic communities to “‘muddle through’ to-
gether toward mutual understanding and even prac-
tical ends” [10].

References

[1] D. T. Campbell. Ethnocentricsm of disciplines
and the fish-scale model of omniscience. In
M. Sherif and C. W. Sherif, editors, Interdis-
ciplinary Relationships in the Social Sciences,
pages 328–348. Aldine, Hawthorne, NY, 1969.

[2] L. R. Caporael. The hybrid science. The Journal
of the Learning Sciences, 9(2):209–220, 2000.

[3] L. R. Caporael. Three tips from a social psychol-
ogist for building a social robot. In 9th IEEE In-
ternational Workshop on Advanced Motion Con-
trol, Istanbul, Turkey, March 2006.

[4] H. M. Collins and R. Evans. The third wave of
science studies: Studies of expertise and experi-
ence. Social Studies of Science, 32(2):235–296,
2003.

[5] R. Collins. Why the social sciences won’t become
high-consensus, rapid-discovery science. Socio-
logical Forum, 9(2):155–177, 1994.

[6] K. Dautenhahn and C. Nehaniv. Imitation in
Animals and Artifacts. MIT Press, Cambridge,
MA, 2002.

[7] G. L. Downey and J. C. Lucena. Engineering cul-
tures. In S. Restivo, editor, Science, Technology,
and Society, pages 124–129. Oxford University
Press, New York and Oxford, 2005.

[8] T. Fong, I. Nourbakhsh, and K. Dautenhahn.
A survey of socially interactive robots: Con-
cepts, design and applications. Technical Report
CMU-RI-TR-02-29, Carnegie Mellon University
Robotics Institute, Pittsburgh, PA, November
2002.

[9] D. E. Forsythe. Studying Those Who Study Us:
An Anthropologist in the World of Artificial In-
telligence. Stanford University Press, 2001.

[10] M. Fortun. For an ethics of promising, or: A few
kind words about james watson. New Genetics
and Society, 24(2):157–173, 2005.

[11] M. E. Gorman. Levels of expertise and trading
zones: A framework for multidisciplinary collab-
oration. Social Studies of Science, 32(5-6):933–
938, 2002.

[12] E. T. Hall. Handbook for Proxemic Research.
American Anthropological Association, 1974.

[13] B. Herrnstein Smith. Scandalous Knowledge:
Science, Truth and the Human. Duke University
Press, Durham, NC, 2005.

[14] B. Laurel. Computer as Theatre: A Dramatic
Theory of Interactive Experience. Addison-
Wesley, 1991.

[15] L. L. Layne. The cultural fix: An anthropo-
logical contribution to science and technology
studies. Science, Technology and Human Values,
25(3):352–379, 2000.

5



[16] M. P. Michalowski, S. Sabanovic, C. DiSalvo,
D. Busquets, L. M. Hiatt, N. A. Melchior, and
R. Simmons. Socially distributed perception:
Grace plays social tag at aaai 2005. Autonomous
Robots, 2007. In Print.

[17] M. P. Michalowski, S. Sabanovic, and P. Michel.
Roillo: Creating a social robot for playrooms. In
Proceedings of the 15th IEEE International Sym-
posium on Robot and Human Interactive Com-
munication (RO-MAN 2006), University of Hert-
fordshire, United Kingdom, September 2006.

[18] M. P. Michalowski, S. Sabanovic, and R. Sim-
mons. A spatial model of engagement for a social
robot. In Proceedings of the 9th International
Workshop on Advanced Motion Control (AMC
2006), Istanbul, March 2006.

[19] C. L. Nehaniv and K. Dautenhahn. Imitation
and social learning in robots, humans and ani-
mals: Behavioural, social and communicative di-
mensions. 2007.

[20] D. A. Norman. Preface. In B. Laurel, editor,
Computer as Theatre: A Dramatic Theory of In-
teractive Experience. Addison-Wesley, Reading,
MA, 1991.

[21] S. Restivo. Romancing the robots: Social robots
and society. In Workshop on Robots as Part-
ners: An Exploration of Social Robots, Lausanne,
Switzerland, September 2002.

[22] S. Sabanovic. Robots in the wild: Observing
human-robot social interaction outside the lab.
In 9th International Workshop on Advanced Mo-
tion Control, Istanbul, Turkey, March 2006.

[23] B. Scassellati. Theory of mind for a humanoid
robot. Autonomous Robots, pages 13–24, 2002.

[24] B. Scassellati. Using robots to study abnormal
social development. In Fifth International Work-
shop on Epigenetic Robotics (EpiRob), Nara,
Japan, July 2005.

[25] L. Star and J. R. Griesemer. Institutional ecol-
ogy, ’translations,’ and boundary objects: Ama-
teurs and professionals in berkeley’s museum of
vertebrate zoology, 1907 - 1939. Social Studies
of Science, 19:387–420, 1989.

[26] O. Suzuki, K. Kakehi, Y. Takeuchi, and
M. Okada. Social effects of the speed of hummed
sounds on human-computer interaction. Inter-
national Journal of Human Computer Studies,
60(4):455–468, 2004.

6


